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Abstract – Edge computing has emerged as the next big thing in distributed computing, by extending the cloud paradigm
and offering efϔicient ways to engage with latency‑intolerant applications, such as Virtual Reality (VR) multiplayer games.
In edge computing, the service providers can beneϔit from existing cellular infrastructure to deploy services on edge servers
that reside in close proximity to the users. Given the limited available budget for edge resource investment, one fundamental
problem that manifests is the discovery of a prudent edge allocation strategy, that will efϔiciently prescribe which users are
assigned to which edge servers, in order to tackle application‑speciϔic requirements, likeminimizing system deployment costs.
In this paper, considering the frequent interactions and view inconsistencies occurring amongmultiple users immersed in the
same VR game, we address the problem from the users’ perspective, focusing on improving their edge admission rate, resource
provisioning and overall fairness, in order to subsequently maximize the average Quality of Experience (QoE). We call this the
“Fairness and QoE‑Based Edge Allocation” (FQEA) problem, formally formulating its properties and theoretically proving its
complexity. However, discovering optimal solutions to the NP‑hard FQEA in large‑scale VR scenarios is challenging. Hence,
we propose FQEA‑H, a heuristic algorithm to generate allocation strategies in reasonable time. Comprehensive simulations,
conducted on a real‑world topological trace, demonstrate how FQEA‑H can tackle the problem effectively, generally outper‑
forming both the baseline and state‑of‑the‑art alternatives.
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1. INTRODUCTION

From the onset of the COVID‑19 pandemic, the global
market of multiplayer games and Virtual Reality (VR) has
experienced a massive surge, standing out among other
industries, which in many cases had no choice but to
scale down their activity as a result of worldwide lock‑
downs [1]. While this has generated great hype towards
immersive technologies, leading to estimates that project
VR game service provisioning proϐits to reach up to 45 bil‑
lion USD by 2025 [2], the VR adoption rate is still rela‑
tively low, and user experience is recognized by many as
one of the major barriers to its wide proliferation.

Quality of Experience (QoE) is impacted by a number of
factors that range from application to user‑speciϐic. For
VR, it is undeniable that high end‑to‑end interactivity is
a key enabler for achieving the desired levels of QoE [3].
The need becomes even more profound when it comes
to applications envisaged for the realization of the new
metaverse vision (e.g., open‑world social VR and mas‑
sively multiplayer cloud games), wherein a plethora of
users are expected to heavily cooperate, continuously ex‑
change data, and jointly participate in collaborative vir‑
tual events on a frequent basis [4].

However, despite existing online games being able to sup‑

port a relatively high number of users, albeit with high 
speciϐication system requirements, for future‑generation 
multiplayer VR games, achieving high interactivity is still 
a nascent concept even for the mature cloud game ven‑ 
dors [5]. This is mainly attributed to the prohibitive band‑ 
width for streaming VR frames of high graphics quality 
(e.g., panoramic, 4k, or 360o videos) and the stringent 
delay requirements for responding to players’ control ac‑ 
tions in a timely fashion. Both of these aspects essentially 
necessitate the push of VR computation (speciϐically the 
game scene update and content rendering) away from re‑ 
mote clouds and close to the actual source of data cre‑ 
ation, i.e., near the end users [6].

Thankfully, this notion seamlessly overlaps with the 
emerging paradigm of Mobile Edge Computing (MEC) [7], 
wherein Service Providers (SPs) extend their service pro‑ 
visioning capabilities with intelligent edge functionality 
that resides near the users’ immediate neighborhoods. 
By caching content and running computation on exist‑ 
ing cellular infrastructure rented from telecommunica‑ 
tion carriers, e.g., Base Stations (BSs), SPs can effectively 
mitigate the dangers of remote video sequence stream‑ 
ing [8]. Users, within the coverage range of the BSs, can 
then interact with the deployed edge servers and gain ac‑ 
cess to the offered VR game applications (usually via thin 
clients) [9].
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Unfortunately, this paradigm shift is non‑trivial. On the 
one hand, it may pave the way for new methods of user 
engagement but, on the other, it also opens the door to 
new and unforeseen challenges. One fundamental prob‑ 
lem, given the SPs’ ϐinite budget in edge infrastructure in‑ 
vestment, is the discovery of an intelligent user‑server al‑ 
location strategy that can optimally assign as many users 
as possible to a limited number of available edge servers. 
However, for immersive social VR games, where the vir‑ 
tual world is shared between multiple users, conventional 
edge allocation models are deemed increasingly inefϐi‑ 
cient. This is because edge allocation, solely on the ba‑ 
sis of independent users, only considers user‑server de‑ 
lays, rather than the collective experience, and, thus, re‑ 
mains oblivious to inter‑player interactivity [10]. The lat‑ 
ter is critical in nourishing fairness for multiplayer VR, in 
order to achieve view consistency among game scenes ob‑ 
served separately, but simultaneously, by various individ‑ 
uals [11].

Generally speaking, inter‑player latency is measured by 
the time it takes to traverse the interaction delay path 
connecting any two users. As such, it consists of three 
main parts [12]. Initially, a user 𝑢 issues an in‑game 
oper‑ ation, which is sent to its associated edge server 𝑠.  
There, after necessary computation (i.e., processing/
rendering), 𝑠 updates the VR scene that captures the new 
game progress. The resultant frame is in sequel streamed 
back to 𝑢 for display, but also forwarded to other edge 
servers 𝑠′ ≠ 𝑠,  before ϐinally being delivered to their 
own as‑ signed users 𝑢′ ≠ 𝑢.  As this process involves 
multi‑ ple users over multiple edge servers, where the 
different users must witness the same scene changes in 
parallel, any judicious allocation strategy should in fact 
consider all entities involved in the interaction sequence 
when ad‑ dressing interactivity.

In essence, this suggests that users engaged with the same 
social VR game should connect to the same edge servers, 
or at least be assigned to edge servers that minimize their 
inter‑player interaction latency, in order to gain their 
long‑term engagement loyalty and enhance their immer‑ 
sion quality. Notwithstanding the criticality of the issue 
in player churn [13], discovering optimal solutions is not 
straightforward when considering the coverage range of 
the BSs in combination with the bounded computing ca‑ 
pacity of the servers. The latter, in edge computing (con‑ 
trary to its cloud counterpart), is characterized by lim‑ 
ited available resources that need to be elastically provi‑ 
sioned and shared between the users, in order to maxi‑ 
mize their Quality of Service (QoS), and in turn their per‑ 
ceived QoE [14].

Different from past research, where the focal point 
of interest was on the SPs’ side, in order to tackle 
application‑speciϐic requirements like system cost mini‑ 
mization (e.g., [15]), in this paper, we address all previ‑

ous challenges purely from the users’ standpoint. First,
we aimatmaximizing thenumberof users admitted to the
MEC network, since the assignment to remote clouds by
default signiϐicantly degrades their immersion in terms of
interactivity. Second, we aim at minimizing the fairness
loss induced by view inconsistencies in the VR in‑game
scenes. To this end, we propose a clear methodology to
reduce the minimum time required for users playing the
same game to display the newly rendered frames. Third,
we aim at optimizing QoS, given the servers’ constraints
and resource provisioning. By combining all aforemen‑
tioned aspects, our central objective becomes the maxi‑
mization of the users’ average perceived VR QoE. Based
onour analysis, we then seek an allocation strategy for the
efϐicient mapping of users to edge servers. Obviously, this
stipulates a complex optimizationproblem,which is here‑
inafter referred to as the “Fairness and QoE‑Based Edge
Allocation” (FQEA) problem.

Our contributions are threefold. In brief:
• We analytically model the properties of the MEC sys‑
tem in terms of edge provisioning andVRgroup gam‑
ing, and formally formulate the FQEA problem. Our
goal, as stated, is to maximize the users’ QoE on the
basis of their edge admission rate, server resource
provisioning, and game fairness. To the best of our
knowledge, this is the ϐirst work to consider simul‑
taneously all these parameters under multiple VR
games hosted on the edge. Further, we theoretically
prove that FQEAcorresponds to anNP‑hardproblem,
which makes its solution especially challenging.

• To efϐiciently address the high complexity in large‑
scale deployment scenarios, we propose FQEA‑H,
a heuristic algorithm to ϐind allocation solutions in
tractable time. FQEA‑H is comprised of two indepen‑
dent phases, the ϐirst being the strategic assignment
of the users, and the second entailing their QoS re‑
ϐinement in order to improve the overall QoE. Addi‑
tionally, we analyze FQEA‑H’s convergence capabil‑
ity and prove its time complexity.

• Finally, we conduct extensive simulations, using a
real‑world topological trace, wherein we showcase
the superiority of our algorithm in ϐinding trade‑offs
among FQEA’s targets, consistently outperforming
both the state‑of‑the‑art and baseline alternatives in
maximizing QoE.

The remainder of the paper is organized as follows: Sec‑
tion 2 includes related work; Section 3 models the MEC
system; Section4 formulates theFQEA; Section5presents
our algorithm; Section 6 includes numerical results that
evaluate the performance of FQEA‑H; and, lastly, Section 7
concludes our ϐindings.

2. BACKGROUNDWORK
With the increasing momentum of (mobile‑) edge com‑
puting, signiϐicant research activity has been observed on
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many aspects relating to the efϐicient user edge allocation
and interactivity enhancement [7].

2.1 Edge user‑server allocation
From the perspective of the SP, the efϐicient handling
of the available edge infrastructure is critical in offering
elastic server/service provisioning. The research in [16]
dealt with the problem of user edge assignment under ca‑
pacity constraints, wherein the primary goal was to max‑
imize the number of allocated users to the edge, while
the secondary goal was to minimize the number of re‑
quired edge servers in order to maximize the total proϐit.
To address the two objectives, the authors utilized a lex‑
icographic goal programming method and proposed a
heuristic algorithm targeted at the strategic management
of the users’ resource demands. Recently, in [17], the aim
shifted to the online decision version of the edge user al‑
location problem under mobility considerations, where
users arrive and depart dynamically. The authors devised
a decentralized reactive approach, to simultaneously ad‑
dress the users’ admission rate, and the servers’ hiring
cost and total energy consumption. These studies ϐind rel‑
evance to this work, in that both of them target (among
others) the maximization of the users’ MEC admission.
Despite this being done by considering the rental cost in‑
ϐlicted by the servers’ utilization, neither of them takes
into account any budget limitations that SPs may have.

Proximity to edge servers is another crucial parameter
when considering application availability in the MEC. It
practically relates to the coverage range of the BSs host‑
ing the edge servers. The subject was investigated in [18],
where the authors combined user and SP expectations to
present an approximation approach, that beneϐits from
the overlapping coverage zones of different BSs, to bal‑
ance the trade‑off between the users’ connection accep‑
tance and the overall network robustness, in terms of ac‑
countability to edge server failures and impairments. Re‑
cently, in [19] the authors presented a nature‑inspired
optimization algorithm that acknowledges both proxim‑
ity and capacity constraints to maximize user allocation
while employingminimum edge servers. Likewise, in this
research, proximity constraints are also considered and
included as part of the ϐinal allocation solution to reduce
unfairness caused by user‑server interaction latency, by
acknowledging BSs of a diversiϐied coverage range.

With respect to resource provisioning, the edge allocation
problem deals with the partition of the edge infrastruc‑
ture to determine the speciϐic amount of edge computing
resources allocated for each user. The study in [20] pre‑
sented a cost‑effective resource allocation framework for
the cloud‑assisted edge computing environment, dynam‑
ically optimizing the computation capacity of edge nodes.
Likewise, the recent research in [21] also attempted to
minimize the overall cost for interactive applications run‑
ning on the fog‑assisted edge. The cost was impacted by
the users’ latency and servers’ overall deployment needs.

To address the issue, the authors designed a distributed
algorithm tomanage the users’ generated load in terms of
resource demands, and then placed edge rendering ser‑
vices in key BS locations within the network, respecting
the delay intolerance and network congestion of VR and
gaming applications. Similar to the approach adopted
here, these solution beneϐit from the prudent manage‑
ment of the edge infrastructure and trade‑off between
the users’ demands and the available edge resources be‑
fore pushing service requests towards the remote cloud,
which is unreliable in terms of interactivity and availabil‑
ity. Though the current research also employs the remote
cloud for users not hosted at edge servers, the vantage
point lies in that the former attempt to optimize QoS pa‑
rameters relevant mainly to the SPs (e.g., tenancy cost),
while the latter deals with the issue principally through
the perspective of the users with the outlook of increas‑
ing their loyalty and engagement.

Concentrating on VR services, the work in [15], modeled
the issue of social VR placement in edge computing as
a combinatorial optimization problem for the minimiza‑
tion of several costs, including activation, proximity and
colocation of services on edge servers. Based on their
analysis, the authors proposed a graph‑cut solution that
makes expansion moves to alter the assignment and re‑
duce the overall cost for the SP. Towards QoE maximiza‑
tion, thework in [22] correlatedQoS andQoEmetrics, and
then utilized a greedy‑like approach to administrate the
edge servers’ resources and solve a QoE‑driven edge al‑
location problem via user reallocation. The same prob‑
lem was extended in [23], jointly considering local com‑
putation on Internet of Thing (IoT) devices and computa‑
tional ofϐloading onto MEC servers. The authors therein
adopted a game‑theoretic approach to balance the trade‑
off and optimize QoE. In contrast to the above solutions,
in this article, a key contributing element resides with the
fact that QoE is affected by both social aspects among the
users and individual features correlating to their QoS.

2.2 Interaction‑driven edge allocation
Fueled by the need for increased interactivity and fairness
in future‑generation social interactive applications, the
research focus is gradually shifting beyond inter‑server
latency, towards optimizing inter‑player delays, when as‑
signing users to servers. Initial attempts on this aspect,
involve the work in [24] and [25], wherein the authors
analyze the server provisioning problem as a means of
achieving high interactivity and game‑state synchroniza‑
tion. A signiϐicant ϐinding in their research is that nearest
server assignment strategies are far from optimal when
it comes to total interaction time reduction among the
users. To optimize fairness, the authors in [26] proposed
a dynamic approach, that greedily computes for each
newly‑joint user the maximum interaction path length
with all previously allocated users, and ultimately allo‑
cates the new user to the server that produces the min‑
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imum one. These studies motivate the current model, but
do not consider the traits of the MEC ecosystem that nat‑
urally limit the server provision and user connectivity.

On the other hand, on the edge computing front, a char‑
acteristic example of inter‑player optimization is traced
back to [27], where the authors considered the Field of
View (FoV), bandwidth availability and frame rendering
demands of the users to propose an edge computing al‑
location solution that reduces the absolute delay differ‑
ence in multiplayer VR. In comparison, in [28] the au‑
thors utilized reinforcement learning to induce fairness
among players participating in the same game session.
By making intelligent user‑server matching, the authors
minimized interaction latency variance in edge comput‑
ing environments, while taking into account the capac‑
ity limitation of the involved servers. Both mentioned
approaches embed upper latency thresholds in their op‑
timization model regarding each player’s absolute de‑
lay, yet the ϐirst considers the presence of only one MEC
server and the second does not account for the ϐinite bud‑
get of the SPs nor the QoE of the users.

Understanding social relations is critical in capturing in‑
teraction dependencies among users, as revealed in [12],
where the authors designed an efϐicient algorithm for
edge service placement, under a given upper deployment
budget threshold. Their aim was to achieve low‑delay
pairwise interactions between the users, who were at‑
tributed different interaction frequencies based on prior
observations. In [29], the authors proposed an edge as‑
signment method that manages both network conditions
and resource allocation, in order to balance the interac‑
tion delay among users belonging to the same cloud gam‑
ing group. On a similar note, the authors in [30] adopted
a proactive deep learning assignment approach, in SDN‑
assisted edge systems, to estimate the amount of trafϐic
originating from a speciϐic user group, based on historical
data. Subsequently, they employed a routing path alloca‑
tion algorithm to improve fairness among the users, capi‑
talizing on the knowledge acquired during the ϐirst stage.
Thework in [2] dealt with the dynamic service placement
for VR group gaming. The authors formulated the prob‑
lem, considering a combination of delay costs that impact,
on the one hand, the pairwise communication between
interactive users and their intermediate edge renderers
and, on the other hand, the latency for in‑group synchro‑
nization. Finally, the authors in [31] and later in [32],
devised a heuristic algorithm for jointly optimizing both
social interactivity and server provisioning for interac‑
tive multiplayer games hosted in the MEC. Their analy‑
sis showcased the necessity of capturing social aspects to
augment the interaction amongparticipants sharing com‑
mon gaming trademarks. Despite the fact that these stud‑
ies clearly point out that interactivity is indeed affected
by social interactions transpiring over the longest interac‑
tion path length among the interactive participants, when
it comes to game fairness, as it is shown in Section 4, we

should also consider the shortest one, for this transforms
the allocation problem into a multivariate one in terms of
inter‑player latency and gaming lag variability.

Common ground in all aforementioned studies is the ne‑
cessity of discovering edge assignment strategies that
strategically allocate resources to yield either high fair‑
ness or enhanced QoS/QoE, while abiding by proximity,
capacity or cost‑budget constraints. Thus, our work also
falls under the design of fair and QoE‑driven user‑edge
server matching algorithms. However, different from
these approaches that dealt with interactivity focusing on
either fairness or QoS as independent factors for achiev‑
ing the necessary levels of QoE, the novelty behind this ar‑
ticle rests with strictly binding fairness to QoS, and then
encapsulating both of themwithin the FQEA optimization
model itself. To do so, by acknowledging all prescribed
constraints, we address the issue from the angle of the
users, who are attributed diversiϐied personal expecta‑
tions in regards to their perceived VR graphics quality as
well as high group expectations in terms of their in‑game
view consistency.

3. SYSTEMMODEL
In this section, we describe the fundamental attributes
of our considered system model. The notations used
throughout this paper are summarized in Table 1.

3.1 Preliminaries
Typically, in MEC the SP can leverage infrastructure of ex‑
isting Metropolitan Area Networks (MANs) to deploy the
required edge functionality, by renting the BSs from ap‑
propriate telecommunication carriers [12]. In this way,
the MEC system essentially forms an overlay over the
MAN itself, which can then be represented by an undi‑
rected graph 𝐺 = (𝑉 , 𝐸). Let 𝑆 = {𝑠1, 𝑠2, … , 𝑠𝐽} ⊆ 𝑉
denote the set of available edge servers that are colocated
with the MAN’s BSs. The edge servers can beneϐit from
the coverage range of their attached BSs to provide cov‑
ered users with VR applications. With a slight abuse of
notation, we use 𝑠𝑗 (1 ≤ 𝑗 ≤ 𝐽) to also signify the po‑
tential location for the deployment site of a VR gaming
application instance. We hypothesize that there exists a
set 𝐻 = {ℎ1, ℎ2, … , ℎ𝐾}, where 𝐾 = |𝐻|, of different
candidate VR games to be hosted on various edge servers.
Given these VR applications, let 𝑈 = {𝑢1, 𝑢2, … , 𝑢𝐼} ⊆ 𝑉
deϐine the set of incoming users that wish to engage with
their preferred ℎ𝑘 (1 ≤ 𝑘 ≤ 𝐾), by accessing the nearby
edge servers, where 𝐼 = |𝑈|. Finally, let 𝐸 ⊆ 𝑉 × 𝑉 de‑
note the set of edge links that are established among the
users and edge servers.

Different from conventional single‑player games where
the players act alone, users in multiplayer VR games can
form clans and frequently exchange data, communicate
through instant messaging or participate in collabora‑
tive virtual events. For instance, they can go on com‑
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Table 1 – Summary of main notations in order of appearance.

Parameter Deϐinition Parameter Deϐinition
𝐺 = (𝑉 , 𝐸) MEC network graph ℒ𝒜(𝑝, 𝑞) Interaction latency between nodes 𝑝 and 𝑞 under 𝒜
𝑆 Set of edge servers ℛ Remote cloud infrastructure
𝐻 Set of VR games 𝜋𝑘

𝑖,𝑛 Lag difference between 𝑢𝑖 and 𝑢𝑛 for ℎ𝑘
𝑈 Set of users 𝑡𝑘

𝑛(𝑖) Wait‑time period of 𝑢𝑛 after operation initiated by 𝑢𝑖 in ℎ𝑘
𝑠𝑗 The 𝑗th server ̂𝜏𝒜

𝑖 , ̌𝜏𝒜
𝑖 Maximum and minimum interaction latency of 𝑢𝑖 under 𝒜

ℎ𝑘 The 𝑘th VR game 𝒱𝒜
𝑖 (𝑘), View inconsistency of 𝑢𝑖 when playing ℎ𝑘 under 𝒜

𝑢𝑖 The 𝑖th user 𝜀𝒜
𝑖 QoE level of 𝑢𝑖 under 𝒜

𝑈𝑘 Subset of users immersed in ℎ𝑘 𝑄 Maximum QoE level
𝒜 Edge allocation strategy 𝑞𝒜

𝑖 QoS level of 𝑢𝑖 under 𝒜
𝑠𝒜

𝑗,𝑖 The 𝑠𝑗 that serves 𝑢𝑖 under 𝒜 𝑙𝒜𝑖 QoV level of 𝑢𝑖 under 𝒜
𝜚𝑗 Coverage range of the BS attached to 𝑠𝑗 𝜔1, 𝜔2 Parameters for tuning the QoS‑QoE correlation
𝜆𝑖,𝑗 Distance between 𝑢𝑖 and 𝑠𝑗 𝑧𝑘

𝑖 VR game user engagement indicator
𝑟𝑖 Resource demands of 𝑢𝑖 𝑆𝑜 Subset of open edge servers
𝐶𝑗 Computing capacity of 𝑠𝑗 𝑆𝑜

𝑢𝑖 Subset of 𝑢𝑖’s neighbor edge servers
𝑟𝑖 Resource demands of 𝑢𝑖 𝑆𝑜

𝑢𝑖 Subset of 𝑢𝑖’s neighbor open edge servers
𝛼𝒜

𝑖,𝑗 User‑server assignment indicator 𝑐𝑗 Residual capacity of server 𝑠𝑗
𝐵 SP’s available budget 𝑈𝒜

𝑆 User edge admission rate under 𝒜
𝛽𝒜

𝑗 Server utilization indicator ℱ𝒜 Fairness loss under 𝒜
𝑑(𝑝, 𝑞) Network delay between nodes 𝑝 and 𝑞 ℰ𝒜 Users average perceived QoE under 𝒜

mon quests and ϐight together hostile bosses, or compete
against each other in specially conϐigured battle arenas.
In essence, these users are characterized by recurrent in‑
teractions and thus constitute a game group. Let 𝑈𝑘 ⊆ 𝑈
deϐine the subset of all users engagedwith the same game
ℎ𝑘 ∈ 𝐻 . For convention, in this paper, each game group
refers to the users immersed in a particular VR game
hosted on the MEC servers. Still, this assumption can be
trivially expanded to further separate userswho share the
same game into additional classes on the basis of their in‑
game preferences and interactions. For instance, users
meeting in different VR meeting rooms, using however
the same VR application, users that enter the VR game
worldunder similar conϐigurations (e.g., speciϐic language
settings), or users that belong to the same virtual clan and
follow the same in‑game storyline, can also be regarded as
members with common attributes, and thus can be reor‑
ganized accordingly into different sub‑groups within the
application itself. Such divisions will entail no changes to
the systemmodel or the behavior of the FQEA and FQEA‑
H solutions presented in later parts of the paper. As such,
for reasons of notational clarity, for the rest of the paper,
we will only consider groups formed by users immersed
in discrete games ℎ𝑘 (1 ≤ 𝑘 ≤ 𝐾).

With that said, each user 𝑢𝑖 (1 ≤ 𝑖 ≤ 𝐼) then needs to
be assigned to a speciϐic edge server in order to send its
operations and receive VR frame updates. Let 𝑠𝒜

𝑗,𝑖 denote
the edge server 𝑠𝑗 serving user 𝑢𝑖 under a determined al‑
location strategy, say 𝒜. Next, we present the minimum
criteria for any 𝒜 to be considered as valid.

3.2 Proximity model
Modern MANs are characterized by substantial augmen‑
tations in wired communication, a fact that is even fur‑

ther highlighted under the 5G (and beyond) era. Inspired
by relevant research, e.g., [33, 32], we assume that the
edge servers are able to communicate with each other,
through their BSs, over dedicated backhaul inter‑server
wired connectivity. Contrary to this, mobile users may
access the deployed edge servers over wireless links that
depend on the coverage range of their BSs.

Let 𝜚𝑗 denote the coverage range of the BS attached to
edge server 𝑠𝑗 ∈ 𝑆. Then, 𝑠𝑗 is qualiϐied to directly serve
some user 𝑢𝑖 ∈ 𝑈 , i.e., create an edge link 𝑒(𝑢𝑖, 𝑠𝑗) ∈ 𝐸,
when their geographical distance is no more than 𝜚𝑗. In
other words, the following proximity constraint must be
satisϐied.

Deϐinition 1 (proximity constraint). 𝑢𝑖 ∈ 𝑈 can access a
VR game hosted by some 𝑠𝑗 ∈ 𝑆 , if and only if the following
relation holds:

∃𝑒(𝑢𝑖, 𝑠𝑗) ∈ 𝐸 ∶ 𝜆𝑖,𝑗 = ||𝑢𝑖 − 𝑠𝑗|| ≤ 𝜚𝑗, 𝑢𝑖 ∈ 𝑈, 𝑠𝑗 ∈ 𝑆,
(1)

where 𝜆𝑖,𝑗 = ||𝑢𝑖 − 𝑠𝑗|| deϔines their in‑between distance
given by some metric.

For the sake of simplicity, in this paper (like many pre‑
vious in literature e.g., [28]), the || ⋅ || represents the Eu‑
clidean distance between 𝑢𝑖 and 𝑠𝑗, although other (per‑
haps more sophisticated) metrics can also be employed
without violating the general model or the execution of
our proposed algorithm. If proximity constraint (1) is
not satisϐied for any 𝑠𝑗, then 𝑢𝑖 ineluctably connects to
the SP’s remote cloud infrastructure, denoted here as ℛ,
which serves as the default VR game server for users that
are unable to connect to any nearby edge servers.
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3.3 Edge provisioning model
In MEC, the physical resources of the edge servers, in
terms of computing/rendering (e.g., GPU, CPU, memory,
etc.), are shared between their assigned users. How‑
ever, different from conventional cloud‑centric comput‑
ing models, where the resources of the data centers are
assumed to be practically inϐinite, the computing capacity
of the edge servers is constrained by ϐinite sizes [14]. Let
𝐶𝑗 denote the capacity limit in regards to resource avail‑
ability of 𝑠𝑗 ∈ 𝑆, beyond which its assigned users begin
to experience losses in frame quality and increased inter‑
action delay that can cause VR vertigo.

Aside from the servers, users also, depending on their
devices’ display conϐiguration capabilities and their own
gaming preferences, usually have different resource re‑
quirements in terms of Quality of Video (QoV) [21]. Gen‑
erally speaking, QoV is hard to assess due to subjective
factors pertaining to the users’ individual gameplay ex‑
pectations. Still, one of themajor elements reported in lit‑
erature to impact QoV is the actual graphics quality, which
can be application‑dependent [34, 35]. For instance, a
user playing a fast‑paced shooter VR game, will proba‑
bly be positively inclined towards lesser QoV that yields
lower interaction delays, whereas a user engaged with
a slow‑paced role‑playing VR game, most likely spends
more time exploring the game scenery or enjoying the
landscapes rather than participating in serious battles,
and thus is regarded asmore delay tolerant and should be
offered higher QoV. In parallel, a 𝑢𝐻𝑀𝐷, who is immersed
in the virtual world via a specialized VR Head Mounted
Display (HMD), can support high graphics quality but re‑
quires higher frame rates at the expense of an increased
number of edge resources. In contrast, a 𝑢𝑆𝑇 , who is en‑
gaged with the VR game via a smart tablet (ST), will most
likely be satisϐied with smaller image resolutions that de‑
mand lower rendering power and, thereby, lesser edge re‑
sources. To quantify these types of relationships, we use
𝑟𝑖 to denote the amount of absolute resource demands re‑
quired by some 𝑢𝑖 to gain the desired QoV.

To guarantee the prudent resource provisioning of the
system and avoid over‑utilization, the following capacity
constraint must be satisϐied by all edge servers.
Deϐinition 2 (capacity constraint). 𝑠𝑗 ∈ 𝑆 can efϔiciently
support, in termsof computingand renderingperformance,
its assigned users, that meet proximity constraint (1), if,
and only if, the following relation holds:

𝐼
∑
𝑖=1

𝑟𝑖𝛼𝒜
𝑖,𝑗 ≤ 𝐶𝑗, 𝑗 ∈ {1, … , 𝐽}, (2)

where 𝛼𝒜
𝑖,𝑗 ∈ {0, 1} is a binary index showing whether 𝑢𝑖 is

assigned to server 𝑠𝑗 under 𝒜; that is, 𝛼𝒜
𝑖,𝑗 = 1 if the condi‑

tion is true, while 𝛼𝒜
𝑖,𝑗 = 0 otherwise.

Still, even if the capacity of the edge servers is not in‑
fringed, in realistic deployment scenarios the SPwillmost

Fig. 1 – An overview of the edge interaction processes under allocation
𝒜 = {𝑠𝒜

ℛ,1, 𝑠𝒜
2,2, 𝑠𝒜

2,3, 𝑠𝒜
1,4, 𝑠𝒜

1,5, 𝑠𝒜
3,6}, for𝑛 = |𝑈| = 6, and𝑚 = |𝑆| =

3, where all edge servers are open. The numbers (indicated by < … >)
next to the users correspond to resource demands in terms of QoV,while
the ones next to the servers refer to their computing capacity.

probably possess a ϐinite investment budget for rent‑
ing the MEC infrastructure (i.e., the BSs here) from the
telecommunication carriers [36, 37]. Hence, we intro‑
duce another constant, denoted as 𝐵, to enforce this bud‑
get threshold for the SP. Thus, we obtain the following
budget constraint.

Deϐinition 3 (budget constraint). 𝒜 is considered valid if
and only if capacity constraint (2) in not infringed and the
following relation holds:

𝐽
∑
𝑗=1

𝛽𝒜
𝑗 ≤ 𝐵, (3)

where 𝛽𝒜
𝑗 is a binary indicator dictating whether edge

server 𝑠𝑗 (1 ≤ 𝑗 ≤ 𝑚) is open, i.e, is operational, under the
particular strategy; that is, 𝛽𝒜

𝑗 = 1 if yes, whereas 𝛽𝒜
𝑗 = 0

if otherwise.

3.4 Game group interactivity model
Let 𝑑(𝑝, 𝑞) be a positive‑value weight representing the
networkdelay incurredover the link 𝑒(𝑝, 𝑞) ∈ 𝐸, that con‑
nects two entities 𝑝, 𝑞 ∈ 𝑉 . Without any loss of generality,
in this paper the weight equates to their in‑between eu‑
clidean distance, i.e., 𝑑(𝑝, 𝑞) = √(𝑥𝑝 − 𝑥𝑞)2 + (𝑦𝑝 − 𝑦𝑞)2,
where (𝑥𝑝, 𝑦𝑝) and (𝑥𝑞, 𝑦𝑞) deϐines the cartesian coordi‑
nates of 𝑝 and 𝑞 respectively. Note, that in a globe‑scale
this must be accordingly converted to spherical geoloca‑
tion coordinates [28].

When an interaction occurs for a pair of entities overmul‑
tiple links, the total network delay equates to the con‑
catenation of all separate link weights connecting the
two [38]. We, thereby, deϐine function ℒ𝒜(𝑝, 𝑞) ≥ 0 to
capture the total interaction latency for any pair (𝑝, 𝑞) ∈
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Bang

Shoot Target

Fig. 2 – An example of how interaction latency in VR can favor one user over another.

𝑉 × 𝑉 under 𝒜. Obviously, we then have ℒ𝒜(𝑝, 𝑞) =
ℒ𝒜(𝑞, 𝑝), while for 𝑝 = 𝑞 we get ℒ𝒜(𝑝, 𝑞) = 0.
To visualize the interaction process among users belong‑
ing to the same game group, Fig. 1 depicts a small‑scale
instance of a MEC network for six users and three edge
servers, the latter being attached to an equal number
of BSs. The coverage range of each BS is also depicted.
For 𝑢4, who only interacts with its assigned server 𝑠1,
the interaction latency is computed as ℒ𝒜(𝑢4, 𝑠𝒜

1,4) =
2𝑑(𝑢4, 𝑠𝒜

1,4) which is essentially the Round‑Trip Time
(RTT). For the interaction of 𝑢2 with 𝑢3, given that 𝑢3
has been ultimately assigned to 𝑠2, because 𝑠3 does not
have enough capacity to host both 𝑢3 and 𝑢4, the interac‑
tion latency is measured as ℒ𝒜(𝑢2, 𝑢3) = 𝑑(𝑢2, 𝑠𝒜

2,2) +
𝑑(𝑠𝒜

2,3, 𝑢3). Lastly, for 𝑢5 and 𝑢6, with 𝑠1 and 𝑠3 as
their respective servers, the interaction latency becomes
ℒ𝒜(𝑢5, 𝑢6) = 𝑑(𝑢5, 𝑠𝒜

1,5) + 𝑑(𝑠𝒜
1,5, 𝑠𝒜

3,6) + 𝑑(𝑠𝒜
3,6, 𝑢6).

Generalizing, for any pair 𝑢𝑝, 𝑢𝑞 ∈ 𝑈𝑘, associated with
𝑠𝑤, 𝑠𝑧 ∈ 𝑆 respectively, and engaged with the same game
ℎ𝑘 ∈ 𝐻 , the interaction path from 𝑢𝑝 to 𝑢𝑞 yields an inter‑
action latency given by:

ℒ𝒜(𝑢𝑝, 𝑢𝑞) = 𝑑(𝑢𝑝, 𝑠𝒜
𝑤,𝑝)+𝑑(𝑠𝒜

𝑤,𝑝, 𝑠𝒜
𝑧,𝑞)+𝑑(𝑠𝒜

𝑧,𝑞, 𝑢𝑞). (4)

The same latency applies also for the reverse interaction
path, when an operation is initiated from𝑢𝑞 in order to in‑
teract with 𝑢𝑝. The reader should note the special case of
𝑢1 in Fig. 1, who is not covered by any BS and unavoidably
connects to the remote cloud ℛ, a fact that signiϐicantly
degrades interactivity compared to the edge servers, due
to the long network distance, i.e.,

ℒ𝒜(𝑢𝑝, 𝑢𝑞) < 𝑑(𝑢𝑝, ℛ) + 𝑑(ℛ, 𝑠𝒜
𝑧,𝑞) + 𝑑(𝑠𝒜

𝑧,𝑞, 𝑢𝑞), (5)

∀𝑢𝑝, 𝑢𝑞 ∈ 𝑈𝑘, ∀𝑠𝑧 ∈ 𝑆.

Even though the described interactivity model does
not explicitly account for any user request process‑
ing/rendering time on the edge servers, nevertheless, it
remains scalable enough in the sense that such conditions
can be trivially incorporated without any impact on the
quality of our FQEA heuristic solution (presented in later
parts of the paper). With that said, in the next section,
we proceed with the theoretical formulation of the FQEA
problem.

4. FAIRNESS AND QOE FOR VR
As already mentioned, fairness is a critical component for
multiplayer VR group gaming in order to maintain a com‑
pact frame view consistency across all immersed play‑
ers. Normally, the in‑game time of a user lags behind the
frame‑generation time of its assigned edge server due to
the network latency of delivering VR state updates from
the server to the user. This is even more profound when
the interaction process involves multiple users assigned
to different servers, wherein the lagging period is also
impacted by inter‑server delays. Thus, the interaction
latency among players can quickly lead to game unfair‑
ness giving the upper hand to someusers over their oppo‑
nents. This may result in the latter losing their loyalty or
abandoning the game entirely in search of another, where
they will have equal chances in rewards [39]. Moreover,
it hurts the total product use and, hence, the SP’s possi‑
bility for further monetization in subscription‑based VR
games [13].

To showcase this, assume the VR shooting game depicted
in Fig. 2. Two users, that aremembers of opposing teams,
are engaged with the VR game through their respective
HMDs. Assume that at some point in time, say 𝑡, user 𝑢1
has already targeted its enemy, i.e., user 𝑢2, and has be‑
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gun shooting. Due to interaction latency between the two
users, at time 𝑡 user 𝑢2 perceives the scene in a differ‑
ent manner. Speciϐically, 𝑢2 spots 𝑢1 standing idle, giv‑
ing 𝑢2 plenty of time to engage in combat or take cover,
whereas, in reality, 𝑢2 should have taken damage by the
bullet of 𝑢1. However, this frame will arrive at 𝑢2 during
time 𝑡′ = 𝑡+ℒ𝒜(𝑢1, 𝑢2), a fact that leads to game view in‑
consistency, and hence unfairness towards𝑢1 who should
have been awarded with a kill.

To avoid such view inconsistencies all users should share
the same view of the VR application state when their re‑
spective in‑game time reaches the same value. Since the
VR scene state continuously evolves due to both user op‑
erations and time passing, to ensure consistency, the gen‑
erated VR frames that resulted from a user interaction
must be displayed to all users belonging to the same game
group at the same in‑game time. This, in turn, entails the
enforcement of a minimum wait time after each user in‑
teraction issuance.

4.1 View inconsistency analysis
Assuming that the SP can guarantee the timely synchro‑
nization of all involved parties (synchronization is out of
the scope of this paper because such schemes are already
widely used in large‑scale virtual environments to pro‑
cess data in correct temporal order [11]), here we ana‑
lyze the minimum wait time required to address the in‑
teraction latency variance witnessed by each user in a VR
game, say ℎ𝑘 ∈ 𝐻 .

In view of Eq. (4), for some 𝑢𝑖 ∈ 𝑈𝑘 the scene view
progress of the ℎ𝑘’s application state should bemeasured
by the time elapsed since the user’s input command and
the moment its rendered update is displayed by the de‑
vices of all 𝑢𝑛 ∈ 𝑈𝑘 engaged with the same VR applica‑
tion (including the device of𝑢𝑖). However, this time varies
among the different users, especially those assigned to
different edge servers, since the interaction latency intro‑
duces unavoidable lag due to inter‑server and user‑server
delays. Let 𝜋𝑘

𝑖,𝑛 denote the lag difference experienced be‑
tween the interaction of user 𝑢𝑖 and some other user 𝑢𝑛,
where 𝑢𝑖, 𝑢𝑛 ∈ 𝑈𝑘, i.e., 𝜋𝑘

𝑖,𝑛 = ℒ𝒜(𝑢𝑖, 𝑢𝑖)−ℒ𝒜(𝑢𝑖, 𝑢𝑛). A
positiveoffset in the lagmeans that thenewupdate,which
resulted from the operation of 𝑢𝑖, is delivered to 𝑢𝑛 ahead
of 𝑢𝑖, whereas a negative one means that 𝑢𝑛’s time of up‑
date reception falls behind that of 𝑢𝑖.

Take for example the small‑scale graph in Fig. 3, where the
interaction process for four users belonging to the same
subset 𝑈𝑘 is depicted considering the case where an in‑
game interaction is initiated by 𝑢1. According to our for‑
mer analysis, for 𝑢1 the interaction latency is equal to the
RTT, i.e., ℒ𝒜(𝑢1, 𝑢1) = 4. For 𝑢2, who is assigned to the
same server, i.e., the 𝑠1, but positioned closer than 𝑢1 (in
terms of network delay), the ℒ𝒜(𝑢1, 𝑢2) = 3.5. There‑
fore, their in‑between lag difference equates to𝜋𝑘

1,2 = 0.5.
As for 𝑢1’s lag difference with users 𝑢2 and 𝑢3, we have

Fig. 3 – Lag variance among a set of four users 𝑢𝑖 (𝑖 = 1, … , 4) play‑
ing game ℎ𝑘 , when an interaction is initiated by user 𝑢1 . On the top
side the formed graph, where the colored arrows represent the differ‑
ent interaction paths and the link numbers correspond to network delay
weights; on the bottom side, the inter‑player interaction process in time
(depicted in a horizontal fashion) with corresponding colors, where the
wave overlay pattern depicts inter‑server delays and the numbers refer
to points in time according to the network delay weights.

𝜋𝑘
1,2 = −5 and 𝜋𝑘

1,2 = −4 respectively.

This clearly exempliϐies that the achievable consistency of
game scene viewing among users of the same VR game
group (i.e., those immersed in ℎ𝑘), when an operation is
initiated by 𝑢𝑖 ∈ 𝑈𝑘, is upper‑bounded by the maximum
of absolute interaction lag difference among all involved
user pairs (𝑢𝑖, 𝑢𝑛), that is:

|𝜋𝑘
𝑖,𝑛| ≤ |maxℒ𝒜(𝑢𝑖, 𝑢𝑥) − minℒ𝒜(𝑢𝑖, 𝑢𝑦)|, (6)

∀𝑢𝑥, 𝑢𝑦 ∈ 𝑈𝑘.

For brevity, denote as ̂𝜏𝒜
𝑖 = maxℒ𝒜(𝑢𝑖, 𝑢𝑥)∀𝑢𝑥∈𝑈𝑘 and

as ̌𝜏𝒜
𝑖 = minℒ𝒜(𝑢𝑖, 𝑢𝑦)∀𝑢𝑦∈𝑈𝑘 the maximum and min‑

imum interaction latency respectively, experienced by
users playing ℎ𝑘 under 𝒜, when the source of interaction
is 𝑢𝑖. Then, in view of Ineq. (6), for users in a VR appli‑
cation to simultaneously witness the same view changes,
the client of each𝑢𝑛 ∈ 𝑈𝑘 must enforce await‑timeperiod
of 𝑡𝑘

𝑛(𝑖) = |( ̂𝜏𝒜
𝑖 − ̌𝜏𝒜

𝑖 ) + (ℒ𝒜(𝑢𝑖, 𝑢𝑛) − ̌𝜏𝒜
𝑖 )| ≤ | ̂𝜏𝒜

𝑖 − ̌𝜏𝒜
𝑖 |,

before displaying the newly rendered frame that resulted
from the operation of 𝑢𝑖 ∈ 𝑈𝑘, including the case for
𝑛 = 𝑖. Ergo, maximizing fairness for 𝑢𝑖 is equivalent to
minimizing the maximum lag difference with all its user
counterparts engaged with the same VR game.

Denote as 𝒱𝒜
𝑖 (𝑘) the view inconsistency of 𝑢𝑖 ∈ 𝑈𝑘 under
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𝒜, expressed as the maximum lag variance experienced
by users immersed in the VR game ℎ𝑘, when the source of
interaction is 𝑢𝑖, i.e.,

𝒱𝒜
𝑖 (𝑘) = | ̂𝜏𝒜

𝑖 − ̌𝜏𝒜
𝑖 |. (7)

In Fig. 3 for instance, we have 𝒱𝒜
1 (𝑘) = | ̂𝜏𝒜

1 − ̌𝜏𝒜
1 | =

|ℒ𝒜(𝑢1, 𝑢3) − ℒ𝒜(𝑢1, 𝑢2)| = 5.5. Thus, to reach view
consistency for the interaction of 𝑢1, we get 𝑡𝑘

1(1) = 5,
𝑡𝑘
2(1) = 5.5, 𝑡𝑘

3(1) = 0, and 𝑡𝑘
4(1) = 1.

Clearly, to offer a truly immersive experience in social VR,
the wait‑time for each user must be kept as low as possi‑
ble. This embodies the reduction in view inconsistencies.
Alas, due to the variability in inter‑server delays, different
results are obtained if an interaction is initiated by some
other user 𝑢𝑚,𝑚≠𝑖 ∈ 𝑈𝑘, and so 𝒱𝒜

𝑖 (𝑘) (∀𝑖, 𝑘) is an im‑
portant QoS factor, that must be taken heavily into con‑
sideration along with QoV, in deϐining the overall QoE of
the users engaged with the VR applications.

4.2 QoS‑QoE correlation
The QoE of the users tightly depends on their de‑
livered QoS. Generally speaking, this correlation is
application‑speciϐic but aligns well with video stream‑
ing services [40]. For example, in cloud games, it has
been shown that QoE is affected by the QoS in terms of
the number of virtual machines instantiated [41] or the
amount of rendering resources allocated [42]. Similarly,
for edge computing environments, the research in [22] re‑
veals that a user’s QoE relies on the computing resources
it receives from an edge server. As the user’s QoS level
increases, so does the perceived QoE. Yet, the QoS‑QoE
curve is not linear. Instead, it is broadly acknowledged
in several relevant studies (e.g., [43]), that the relation‑
ship follows a sigmoid function, rising slowly at ϐirst, then
speeding up, before ϐinally converging.

To exemplify this in a VR scenario, consider a game that
is played on a smartphone. For the player’s eyes, the dif‑
ference in graphics resolution from 240p to 360p is no‑
ticeable but not nearly enough to increase its QoE sig‑
niϐicantly. Contrary to this, when it becomes 720p, or
evenmore sowhen it reaches 1080p or 2k, the difference,
at the cost perhaps of a slightly more computational ex‑
pense, is substantial and so its QoE rises drastically. From
thereon, if the resolution increases further, e.g., to 4k, the
difference becomes almost undetectable by the player’s
eyes and so its QoE barely increases (if at all). The reverse
attitude is expected as fairness degrades among the users
immersed in the same VR game. Thus, the sigmoid corre‑
lation between QoS and QoE ϐits well to our model.

In this research, the QoS of a VR user is jointly determined
by two elements. First, by its individual QoV, which can
be improved by provisioning additional edge computing
resources for increased graphics computation and frame
rendering. Second, by the achieved fairness in regards to
view inconsistency between the user and its game group.

To quantify the QoE, similar to [23], we choose the logis‑
tic function, as a generalized expression of the sigmoidal
correlation with QoS. Formally, it is formulated as:

𝜀𝒜
𝑖 = 𝑄

1 + 𝑒𝜔1(𝑞𝒜
𝑖 −𝜔2) , (8)

where 𝜀𝒜
𝑖 denotes the QoE level that is perceived by user

𝑢𝑖 given its QoS 𝑞𝒜
𝑖 , 𝑄 is the maximum possible QoE level,

whereas 𝜔1 and 𝜔2 are model parameters that tune the
correlation, with the former controlling the growth of the
QoEcurvewhile the latter representing itsmidpoint. Note
that 𝑞𝒜

𝑖 is measured by the ratio of view inconsistency ex‑
perienced by 𝑢𝑖 to the actual QoV in terms of computing
resources allocated by its assigned edge server, i.e.,

𝑞𝒜
𝑖 =

𝐾
∑
𝑘=1

𝒱𝒜
𝑖 (𝑘)
𝑙𝒜𝑖

𝑧𝑘
𝑖 , (9)

where 𝑙𝒜𝑖 denotes the gained QoV level of 𝑢𝑖 under 𝒜 and
𝑧𝑘

𝑖 ∈ {0, 1} is an index expressing whether 𝑢𝑖 ∈ 𝑈 is en‑
gagedwith the VR game ℎ𝑘 ∈ 𝐻 .

4.3 Problem formulation
In view of Eq. (8), we introduce here the FQEA problem.
Recall that we primarily address the problem from the
viewpoint of the users.
Deϐinition 4 (FQEA). Given a MEC network 𝐺 = (𝑉 , 𝐸)
where𝑉 contains a set of servers𝑆 and a set of users𝑈 , and
thenetwork interactiondelayweight𝑑(𝑝, 𝑞) > 0 (𝑝, 𝑞 ∈ 𝑉 )
for each link 𝑒(𝑝, 𝑞) ∈ 𝐸, the objective of FQEA is to ϔind a
valid edge allocation strategy 𝒜 that maximizes the users’
average QoE, subject to the proximity, capacity and budget
constraints of the MEC, or equivalently:

o.f.: max
𝒜

1
𝐼

𝐽
∑
𝑗=1

𝐼
∑
𝑖=1

𝜀𝒜
𝑖 𝛼𝒜

𝑖,𝑗 (10)a

s.t.: 𝛼𝒜
𝑖,𝑗 = 0 ∀𝑖, 𝑗 ∈ {𝑖, 𝑗|𝜆𝑖,𝑗 > 𝜚𝑗}, (10)b
𝐽

∑
𝑗=1

𝛼𝒜
𝑖,𝑗 = 1, ∀𝑖 (10)c

𝐽
∑
𝑗=1

𝛽𝒜
𝑗 ≤ 𝐵, (10)d

𝐼
∑
𝑖=1

𝑟𝑖𝛼𝒜
𝑖,𝑗 ≤ 𝐶𝑗 ∀𝑗, (10)e

𝛼𝒜
𝑖,𝑗 ≤ 𝛽𝒜

𝑗 ∀𝑖, 𝑗 (10)f
𝛼𝒜

𝑖,𝑗, 𝛽𝒜
𝑗 ∈ {0, 1} ∀𝑖, 𝑗. (10)g

In the above model, the objective function (10)a max‑
imizes the average QoE of the immersed users. Con‑
straint (10)b validates that each edge server can serve
only users that are located within its BS’s coverage range.
Binding constraint (10)c restricts the assignment of each
user to at most one edge server. Constraint (10)d elic‑
its that the sum of open edge servers cannot surpass the
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SP’s available edge investment budget. Constraint (10)e
guarantees that the total amount of resource demands al‑
located to all users assigned to a particular edge server
will not exceed its computing capacity. Constraint (10)f
enforces that for a given edge server to serve a user, it
must ϐirst be open. Finally, the obligatory conditions for
the binary variables are given in constraint (10)g. All co‑
efϐicients are assumed to be non‑negative and integral.

Note, that in this paper we intentionally measure fairness
with respect to view inconsistency caused by the lag vari‑
ance of users assigned just to the MEC system, and not to
ℛ, since the latter, as already mentioned, by deϐinition in‑
curs unacceptable interactivity. Likewise, if 𝛼𝒜

𝑖,𝑗 = 0, ∀𝑗,
then we let 𝜀𝒜

𝑖 = 0, because users assigned to ℛ are also
assumed to experience unacceptable QoE.

4.4 NP‑hardness
Unfortunately, as it turns out, ϐinding an optimal alloca‑
tion strategy to FQEA, that fulϐills all aforementioned cri‑
teria, can be extremely challenging. This is proven with
the following theorem.

Theorem 1. The FQEA problem is NP‑hard.

Proof. To prove the NP‑hardness of FQEA, we ϐirst in‑
troduce the classical Generalized Assignment Problem
(GAP) [44]. In the GAP, we are given a set of items 𝑁 =
{1, … , 𝑛} and a set of bins (or knapsacks)𝑀 = {1, … , 𝑚}
with positive and possibly different capacities 𝑓𝑗 (𝑗 =
1, … , 𝑚). Each item, depending on the bin, is character‑
ized by a proϐit 𝑝𝑖,𝑗 and a cost weight 𝑤𝑖,𝑗 (𝑖 = 1, … , 𝑛).
Then, we seek to assign each item to at most one bin en‑
suring that none of the capacity constraints are violated.
The objective is to select a feasible solution, such that the
total proϐit of the bins is maximized.

Next, we show that FQEA can be reduced from GAP. The
reduction is as follows. First, we relax constraint (10)b of
FQEA, allowing users to be assigned to any edge server,
if possible. Second, we set 𝐵 = |𝑆|. Then, given an in‑
stance GAP(𝑁, 𝑀, 𝑓𝑗, 𝑤𝑖,𝑗, 𝑝𝑖), we can construct in poly‑
nomial time an instance FQEA(𝑈, 𝑆, 𝐶𝑗, 𝑟𝑖, 𝜀𝒜

𝑖 ), with the
objective ofmaximizing QoE. Note that in FQEA, users un‑
able to connect to the MEC network are redirected to the
remote cloud with zero QoE. Thus, we include ℛ as part
of the solution, by setting𝑆 = 𝐽 +1 and projecting𝑆 back
to 𝑀 . In this way, FQEA now perfectly mirrors GAP. Ergo,
FQEA is indeed reducible from GAP. Because the latter is
known to be NP‑hard [44], we conclude that the former
as a special case is also NP‑hard, and the theorem imme‑
diately holds.

5. ALGORITHM DESIGN
Due to the nature of FQEA, ϐinding optimal solutions in
large‑scalemultiplayerVRgameswouldprove intractable
even with vast computing resources available, since any

Algorithm 1 FQEA‑H
Input: 𝐺 = (𝑉 , 𝐸), 𝑈 , 𝑆, 𝐻;
Output: User‑to‑Edge Server allocation 𝒜;
1: Sort 𝑈 in ascending order of resource demands;
2: EdgeAssignemnt;
3: QoEImprovement;
4: return 𝒜;

brute‑force search will result in exponential time com‑
plexity. This motivates the design of a scalable solu‑
tion. Next, we propose our heuristic allocation algorithm,
termed as the “Fairness and QoE‑Based Edge Allocation
Heuristic” (FQEA‑H) algorithm. Its pseudo code is pre‑
sented in Algorithm 1.

Let 𝑆𝑜 ⊆ 𝑆 deϐine the subset of open edge servers, i.e.,
those that host users and, thus, are operational. Denote as
𝑆𝑢𝑖

the subset of edge servers 𝑠𝑗, ∀𝑗 = {1, … , 𝐽}, where
𝜆𝑖,𝑗 ≤ 𝜚𝑗 holds, i.e., the subset of accessible edge servers
by user 𝑢𝑖. Then, 𝑆𝑜

𝑢𝑖
⊆ 𝑆𝑜 ∩𝑆𝑢𝑖

is the subset of 𝑢𝑖’ neigh‑
bor open edge servers. Also, denote as 𝑐𝑗 ≤ 𝐶𝑗 the resid‑
ual capacity of edge server 𝑠𝑗, i.e., the amount of its idle
computing resources that is not currently in use. FQEA‑H
consists of twomain phases, before outputting the alloca‑
tion strategy 𝒜. The description of the algorithm’s execu‑
tion is as follows.

Prior to assignment initiation, all incoming users are
sorted and scheduled in increasing order of their resource
demands (Line 1), which are measured according to the
recommended display requirements of their VR device or
their personal gaming preferences in order to achieve the
minimum desired QoV. This means that users with lesser
demands are prioritized, avoiding early over‑capacity is‑
sues, that could manifest at certain edge servers during
the early stages of the assignment phase, and preventing
the allocation of any future users.

5.1 Edge assignment phase
Post sorting the users, the “Edge Assignment Phase” kicks
off (i.e., Line 2 of Algorithm 1), whereby the users are
checked sequentially to determine for each one the most
favorable neighbor edge server for assignment. The de‑
tails of this phase are included in Algorithm 2. Specif‑
ically, each user 𝑢𝑖 ∈ 𝑈 scans its neighborhood 𝑆𝑢𝑖
(Line 3) for potential edge servers that meet proximity
constraint (1); that is, the user’s geographical location
must lie within the boundaries of the corresponding BSs’
coverage range.

When 𝑢𝑖 has discovered all candidate servers that meet
the above criterion, it traverses them to verify whether
there exists any whose capacity constraint (2) is not vio‑
lated (Line 4). If the veriϐication proves successful, then it
computes for each candidate server the ratio of its expe‑
rienced view inconsistency, with all other users who be‑
long to the same ℎ𝑘 ∈ 𝐻 and have already been admitted
to edge servers in a previous step, to the residual capacity
of the server (Lines 6‑12). This is done for two reasons.
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Algorithm 2 EdgeAssignemnt
Input: 𝐺 = (𝑉 , 𝐸), 𝑈 , 𝑆, 𝐻, EXISTS;
1: for each 𝑢𝑖 ∈ 𝑈 do
2: EXISTS== 𝐹𝐴𝐿𝑆𝐸;
3: for each 𝑠𝑗 ∈ 𝑆𝑢𝑖 do
4: if 𝑟𝑖 + ∑𝐼

𝑛=1,𝑛≠𝑖 𝑟𝑛𝛼𝒜
𝑛,𝑗 ≤ 𝐶𝑗 then

5: EXISTS= 𝑇 𝑅𝑈𝐸;
6: if 𝑠𝑗 ∈ 𝑆𝑜

𝑢𝑖 then

7: Compute 𝒱𝒜
𝑖 (𝑘)
𝑐𝑗

;
8: else
9: if 𝑆𝑜 ∪ {𝑠𝑗} ≤ 𝐵 then

10: Compute 𝒱𝒜
𝑖 (𝑘)
𝑐𝑗

;
11: end if
12: end if
13: end if
14: end for
15: if EXISTS== 𝑇 𝑅𝑈𝐸 then
16: Assign 𝑢𝑖 to 𝑠𝑗 ∶ 𝑗 ← argmin

𝒜
{ 𝒱𝒜

𝑖 (𝑘)
𝑐𝑗

};
17: if 𝑠𝑗 ∉ 𝑆𝑜

𝑢𝑖 then
18: 𝑆𝑜 ← 𝑆𝑜 ∪ {𝑠𝑗};
19: end if
20: else
21: Assign 𝑢𝑖 to the remote cloud infrastructure ℛ;
22: end if
23: end for

First, to discover the location that optimizes fairness af‑
ter user 𝑢𝑖 is allocated. Second, to ϐind the server that
has potentially enough space to either accommodate fu‑
ture users of the same game as 𝑢𝑖 or maximize 𝑢𝑖’s own
QoE. After measuring all ratios, 𝑢𝑖 is ultimately assigned
to the 𝑠𝑗 that yields the minimum one (Line 16).

The reader shouldnote that, if the examined 𝑠𝑗 ∈ 𝑆𝑢𝑖
does

not belong to the set of alreadyopen servers (i.e, 𝑠𝑗 ∉ 𝑆𝑜
𝑢𝑖
),

a validation test is conducted by the algorithm to certify
that the budget constraint (3) is not infringed for the SP
with the addition of 𝑠𝑗 (Lines 9‑11), in the case the latter
is indeed selected for the particular assignment. In other
words, FQEA‑H checkswhether𝑆𝑜∪{𝑠𝑗} ≤ 𝐵 before pro‑
ceeding with the lag variance calculation. If the condition
fails, then the server is skipped tomaintain the number of
open servers within the acceptable budget threshold.

Finally, if the selected edge server has just been opened,
it is now included to 𝑆𝑜 (Lines 17‑19). Otherwise, if no
server has been discovered that meets all necessary cri‑
teria, 𝑢𝑖 is inevitably redirected to ℛ (Line 21), which is
generally not desirable due to the high interaction latency
and long network distances, that incur high lag variance,
signiϐicantly hurting fairness and, hence, QoE.

The aforementioned process repeats until all users have
been assigned either to edge servers or the remote cloud.
At that point, the edge assignment phase terminates and
the QoE improvement phase begins.

5.2 QoE improvement phase
During the second phase of FQEA‑H, namely the “QoE Im‑
provement Phase” (i.e., Line 3 of Algorithm 1), the QoE

Algorithm 3 QoEImprovement
Input: 𝐺 = (𝑉 , 𝐸), 𝑈 , 𝑆, 𝐻, IMPROVED;
1: IMPROVED= 𝑇 𝑅𝑈𝐸;
2: while IMPROVED== 𝑇 𝑅𝑈𝐸 do
3: IMPROVED= 𝐹𝐴𝐿𝑆𝐸;
4: for each 𝑢𝑖 ∈ 𝑈 do
5: if ∑𝐼

𝑛=1 𝑟𝑛𝛼𝒜
𝑛,𝑗 < 𝐶𝑗 then

6: Attempt to increase the 𝑢𝑖’s QoV by one level;
7: if Successful then
8: 𝑙𝒜

𝑖 ← 𝑙𝒜
𝑖 + 1;

9: IMPROVED= 𝑇 𝑅𝑈𝐸;
10: end if
11: end if
12: end for
13: end while

of the edge‑assigned users is iteratively improved by se‑
quentially attempting to increase their QoS in terms of
QoV levels. The steps of this phase are captured within
Algorithm 3.

In particular, for each user 𝑢𝑖 ∈ 𝑈 (Line 4), given that
its associated edge server can support higher QoV, we in‑
crease its previous QoV by one level (Line 6). In other
words, if the resource demands required for a QoV en‑
hancement do not exhaust the capacity of the edge server
𝑠𝑗, where 𝛼𝒜

𝑖,𝑗 = 1 (i.e., Line 5), then a QoV level improve‑
ment takes place (Line 8).

When all users have been investigated, if theQoV for some
user(s) is indeed increased (Line 9), then a new round is
initiated to check whether further improvements on QoE
can happen. This process is enclosed in the While loop
(Line 2), and repeats until nomore augmentations can oc‑
cur, e.g., due to server capacity violations, or until the QoV
of all users reaches the maximum supported level by the
SP, at which point the algorithm exits the loop (Line 13)
and FQEA‑H returns the generated allocation strategy 𝒜
(i.e., Line 4 of Algorithm 1).

5.3 Time complexity analysis
Because users are being checked independently, FQEA‑
H avoids circumstances where a simultaneous assign‑
ment of multiple users could result in over‑utilization of
the edge servers and overloading issues. As the solu‑
tion space is ϐinite, FQEA‑H also terminates its edge as‑
signment phase after a ϐinite number of steps, which are
upper‑boundedby thenumberof users tobe assigned, i.e.,
by 𝐼 = |𝑈|. In addition, at each new iteration, that ne‑
cessitates the opening of a new edge server, the budget
constraint is ϐirst validated to guarantee that no infringe‑
ments manifest. As the number of edge servers is also ϐi‑
nite, and the users that are unable to be admitted to the
MEC (e.g., due to proximity constraints) can instead con‑
nect to the remote cloud infrastructure ℛ, it is concluded
that the particular phase will converge to a valid assign‑
ment.

In regards to the QoE improvement phase, itsWhile loop
will run repeatedly formultiple rounds, until nomore im‑
provements can occur. Denote as𝒳 the number of rounds
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required. We know that 𝒳 is upper‑bounded by the max‑
imum number of available QoV levels offered by the SP.
Considering that the number of assigned users that re‑
sulted from the assignment phase is also ϐinite, as well
as the limited capacity of the opened edge servers, it is
concluded that the particular phasewill terminate after at
most 𝒳 rounds. In summary, it is guaranteed that FQEA‑
H, despite being comprised of two independent phases,
will converge to a solution after a ϐinite number of steps.

In view of these ϐindings, we can prove the time complex‑
ity of the proposed algorithmwith the following theorem.
Theorem2. The time complexity of FQEA‑H is 𝒪(|𝑈|2|𝑆|).
Proof. Initially, all users are sorted based on their re‑
source demands, a process that leads to a maximum of
𝒪(|𝑈| log |𝑈|) time complexity. We now investigate the
two phases of FQEA‑H separately. i) For the ϐirst phase,
each scheduled user 𝑢𝑖 ∈ 𝑈𝑘 ⊆ 𝑈 , where 𝑘 = {1, … , 𝐾},
must transverse its accessible edge servers 𝑠𝑗 ∈ 𝑆𝑢𝑖

⊆ 𝑆
to determine the most suitable assignment location that
will result in theminimum 𝒱𝒜

𝑖 (𝑘)
𝑐𝑗

. This process introduces
a maximum time complexity of 𝒪(|𝑈||𝑆|) when all users
can be assigned to any server due to proximity and bud‑
get constraints’ relaxation. However, measuring these ra‑
tios warrants the computation of each ℒ𝒜(𝑢𝑖, 𝑢𝑛)∀𝑢𝑛∈𝑈𝑘 ,
which for the extreme scenario, when all users are also
engaged in a single game ℎ𝑘 ∈ 𝐻 , results in a maximum
time complexity of𝒪(|𝑈|2) since there exist |𝑈|×|𝑈| pos‑
sible user pairs as (𝑢𝑖, 𝑢𝑛),∀𝑖, 𝑛, including the casewhere
𝑖 = 𝑛. ii) The second phase is dominated by the While
loop, wherein all users assigned to edge servers are ex‑
amined sequentially to testwhether their QoE can be aug‑
mented by improving their QoS with respect to their QoV
levels. Considering a perfect user assignment of 100%
edge admission, the worst‑case time for one round of the
loop equates to 𝒪(|𝑈|). However, this process runs itera‑
tively for at most 𝑋 rounds. Therefore, the overall time‑
complexity becomes 𝒪(𝒳|𝑈|). Based on the preceding,
we conclude that the total worst‑case time complexity of
FQEA‑H is𝒪(|𝑈| log |𝑈|+|𝑈|2|𝑆|+𝒳|𝑈|), or equivalently
𝒪(|𝑈|2|𝑆|). This completes the proof.
It is worth reminding that FQEA constitutes a multi‑
variant multi‑constrained optimization problem, synthe‑
sized by a combination of different facets, i.e., the max‑
imization of user edge admission, the minimization of
user‑server delay, the maximization of inter‑player in‑
teractivity with minimum lag variance as well as, ϐinally,
themaximization of QoS/QoE. Ergo, FQEA‑H cannot guar‑
antee the discovery of the optimal solution because a
plethora of pivotal factorsmust beweighted‑in during the
optimization to reach a sensitive trade‑off. Nevertheless,
its execution is ensured to converge towards a suitable
allocation strategy regardless of the number of incoming
users or available edge servers.

Besides, our approach proposed in this research can also
be adapted to solve the dynamic FQEA version. Although,

Table 2 – QoV Levels, used in the evaluation, based on the resources
allocated ∀𝑢𝑖 ∈ 𝑈 .

Graphics Resolution Resources QoV Level
360p 5 1
720p 7 2
1080p 9 3
2k 11 4
4k 13 5

here, we study the problem in quasi‑static mode, rather
than explicitly taking into account user mobility or de‑
mand variability, FQEA‑H can be iterated over time to ad‑
dress such issues, e.g., by splitting the long‑term FQEA
into short‑term time slots, and then employing FQEA‑H to
solve them individually in each time slot. However, this is
beyond the scope of the current paper and bears further
analysis and future investigation.

6. EVALUATION
To evaluate the performance of FQEA‑H, using the OM‑
NeT++ v5.6.21, we conduct trace‑driven simulations on
the EUA dataset2, which has been broadly utilized for re‑
search purposes in edge computing [45].

6.1 Dataset and network conϐiguration
The EUA dataset enlists the geolocations of various cel‑
lular BSs in Australia from a plethora of telecommuni‑
cation carriers. For our experiments, we select a frac‑
tion of the total BSs, i.e., 125 BSs that are situated in the
Central Business District (CBD) of Melbourne. CBD cov‑
ers an area of approximately 6.2 𝑘𝑚2. Unless otherwise
stated, after normalizing this area into a topology (1 × 1),
|𝑈| = 𝐼 = 1000 users are randomly placed in a uniform
manner around the BSs. We, also, assume that each BS
corresponds to the location of one edge server. Thus, we
have at most |𝑆| = 𝐽 = 125 edge servers, whereas for
the budget limit, unless otherwise speciϐied, it is set in all
cases as 𝐵 = 100.

The users form links with the edge servers based on
their BSs’ coverage range which, if not deϐined explic‑
itly, is randomly set to 𝜚𝑗 ∈ [0.3, 0.4] (0 ≤ 𝑗 ≤ 𝐽),
tomirror cellular towers having different communication
power. For the edge servers, the available computing
capacity, unless otherwise stated, is randomized within
𝐶𝑗 ∈ [80, 100]. As in [16], the resource demands of each
user 𝑢𝑖 are randomly drawn from a pool of ϐive values, i.e.,
𝑟𝑖 ∈ {5, 7, 9, 11, 13} (0 ≤ 𝑖 ≤ 𝐼), to capture the mini‑
mumneeds for different QoV levels, as detailed in Table 2.
Meanwhile, for the QoEmetric, we additionally set𝑄 = 5,
𝜔1 = 3 and 𝜔2 = 1, according to [22]. For users allo‑
cated to ℛ we set their QoE equal to zero. Finally, each 𝑢𝑖
randomly selects a VR game application from a set of four
available, i.e., |𝐻| = 𝐾 = 4 here. Note, that all provided

1OMNeT++ Discrete Event Simulator: https://omnetpp.org/
2EUA Datasets: https://github.com/swinedge/eua‑dataset
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parameter values refer to representative cases. In a real‑
world scenario, the SPs can customize these attributes ac‑
cording to VR application‑speciϐic requirements.

6.2 Simulation scenarios and benchmarks
Based on the preceding assumptions, ϐive sets of simula‑
tions are conducted.
#1: Varyingnumber of edge servers: A certain fraction

of the total 125 edge servers are randomly selected as
|𝑆| = {75, 85, … , 125}.

#2: Varying computing capacity: The edge servers’ ca‑
pacity is steadily ampliϐied as 𝐶𝑗 = {80, 90, … , 130}.

#3: Varying number of users: The number of users is
sequentially increased as |𝑈| = {700, 800, … , 1200}.

#4: Varying coverage range: The coverage
range of each BS is gradually expanded as
𝜚𝑗 = {0.15, 0.2, … , 0.4}.

#5: Varying budget: The maximum number of edge
servers that are allowed to be open simultaneously,
is incrementally raised as 𝐵 = {85, 90, … , 110}.

For each of these scenarios, FQEA‑H is compared against
ϐive benchmark algorithms under the same conditions:

• Distributed Greedy Minimum Delay (DGMIN) [26]:
This is a greedy approach for optimizing interactiv‑
ity. The algorithm connects newly joint users by
computing, under all possible server assignments,
the maximum interaction path length with all pre‑
viously allocated users. Then it selects the server
that leads to the minimum maximum interaction
path length among all eligible servers to optimize the
maximum lag variance.

• QoE‑Aware Edge User Allocation (QoEUA) [22]: This
is a state‑of‑the‑art allocation algorithm, where
users are ϐirst sorted in increasing order of neigh‑
borhood size, and then are repeatedly assigned to the
edge serverswith themost idle computing resources
to increase their QoV. During this process, the users
can switch servers via reallocation until their QoE is
maximized or the capacity is exhausted.

• Most Capacity First (MCF) [16]: This is a state‑of‑the‑
art approach, that connects a sorted set of users in
increasing order of their resource demands, prior‑
itizing the active edge servers. Its goal is to maxi‑
mize user assignments and minimize the number of
required servers by intelligent resource allocation.

• Nearest Server (NS) [38]: This is a classic naive
approach, where users always select the nearest
server, capable of serving their demands, to mini‑
mize user‑server delays. However, the algorithm re‑
mains oblivious to any inter‑server delays that affect
fairness.

• Random Server (RND): This is a baseline algorithm,
where users are randomly assigned to servers by
continuously seeking the ones that can accommo‑
date their resource demands.

All benchmarks are adapted here to satisfy the FQEA con‑
straints. Besides, to increase the validity of the compari‑
son, ten independent runs are executed for each scenario,
and the results are then averaged and capturedwithin the
following plots. The reader should also note, at this point,
that the benchmark algorithms are carefully chosen from
literature, as each one dealswith one ormore facets of the
FQEAproblem, as discussed earlier. In addition, they have
been shown to generate near‑optimal solutions to the cor‑
responding allocation problems, a fact that justiϐies their
suitability for comparison purposes.

6.3 Numerical results
We now present the numerical results obtained by the
simulations that compare the effectiveness of all algo‑
rithms. The comparison is conducted on the basis
of the following performance metrics: i) The admis‑
sion rate, denoted as 𝑈𝒜

𝑆 and measured by the per‑
centage of users allocated to edge servers, i.e., 𝑈𝒜

𝑆 =
1
𝐼 ∑𝐽

𝑗=1 ∑𝐼
𝑖=1 𝛼𝒜

𝑖,𝑗100%; higher values are better. ii) The
fairness loss, denoted as ℱ𝒜 and computed as the av‑
erage sum of view inconsistencies experienced by all
users assigned to the MEC for all hosted VR game appli‑
cations, i.e, ℱ𝒜 = 1

|𝑈𝒜
𝑆 | ∑𝐾

𝑘=1 ∑𝐽
𝑗=1 ∑𝐼

𝑖=1 𝒱𝒜
𝑖 (𝑘)𝑧𝑘

𝑖 𝛼𝒜
𝑖,𝑗;

lower values are better. Finally, iii) the users’ average
perceived QoE, i.e., FQEA’s objective function, which for
convenience is denoted as ℰ𝒜 and compiled as ℰ𝒜 =
1
𝐼 ∑𝐽

𝑗=1 ∑𝐼
𝑖=1 𝜀𝒜

𝑖 𝛼𝒜
𝑖,𝑗; higher values are better.

6.3.1 Varying number of servers
Fig. 4 encapsulates results from Scenario #1, where we
vary the number of edge servers. Beginning with the
impact on admission, we witness from Fig. 4(a) a pos‑
itive correlation between the number of available edge
servers (|𝑆|) and the percentage of assigned users for all
algorithms. Obviously, as the number of servers rises
so does the admission rate for all approaches. However,
for lower values, FQEA‑H achieves higher admission rates
than most alternatives, which are only slightly surpassed
byMCF, which clearly aims at user assignment maximiza‑
tion. For |𝑆| ≥ 105 the results of all algorithms begin to
converge and closely approximate one another at around
𝑈𝒜

𝑆 = 96%, with QoEUA and MCF performing the best
with marginal, however, difference from our algorithm.
In regards to fairness loss, we can observe from Fig. 4(b)
that for |𝑆| ≤ 95 all algorithms follow a similar pat‑
tern, with ℱ𝒜 growing as |𝑆| increases, which is to be
expected since the low number of servers incurs higher
inter‑server delays for the growing number of admitted
users. Still, FQEA‑H manages to outperform the bench‑
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Fig. 4 – (a) User admission, (b) fairness loss, and (c) average QoE as a function of the edge servers’ number.
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Fig. 5 – (a) User admission, (b) fairness loss, and (c) average QoE as a function of the edge servers’ capacity.

marks, includingDGMINwhosepure goal is theminimiza‑
tion of the fairness loss. From thereon, enough servers
become available for these two algorithms to begin effec‑
tively optimizing fairness and signiϐicantly outmatch the
rest, who present a far worse behavior. Thus, ℱ𝒜 rapidly
decays, with DGMIN experiencing the fastest initial de‑
creasing rate, which begins to converge for |𝑆| ≥ 115,
while for FQEA‑H it continues to drop sharply, leading for
|𝑆| = 125 to FQEA‑H surpassing DGMIN once more. Fi‑
nally, in terms of average QoE, i.e., FQEA’s objective, it is
evident from Fig. 4(c) that FQEA‑H dominates in all cases,
managing a substantial performance gap of at least 13%
over all other alternatives, with QoEUA andDGMIN falling
far behind, while the remainder algorithms performing
evenworse. In fact, the gap inℰ𝒜 widens further as |𝑆| in‑
creases, making FQEA‑H the best candidate for maximiz‑
ing QoE.

6.3.2 Varying computing capacity
Fig. 5 plots results obtained by Scenario #2. In this case,
we vary the amount of available computing capacitywhile
ϐixing the |𝑆| = 125. From Fig. 5(a) we can remark that
the proposed FQEA‑H again performs exceedingly well in
terms of 𝑈𝒜

𝑆 , making the most out of the available edge
resources. Its performance, when the 𝐶𝑗 ≤ 90, is only
surpassed by MCF and on occasion slightly by QoEUA,
whereas for 𝐶𝑗 ≥ 100, FQEA‑H achieves the best edge ad‑
mission rate, close to 100%, with the worst overall per‑
formance being exhibited by DGMIN and NS. Generally,
the capacity increase has a positive impact on all algo‑
rithms, allowing for more users to be assigned to edge
servers. However, as corroborated in Fig. 5(b), with the

exception of DGMIN and FQEA‑H, all algorithms perform
poorly in regards to fairness loss. Clearly, the worst be‑
havior is introduced by NS. This is in accordance with
past literature, that wants nearest‑server assignments to
be far from optimal, and veriϐies the claim that consid‑
ering only user‑server interaction delays is not enough
when addressing view consistency and, hence, fairness.
The same apply to QoEUA, MCF and RND. In contrast, DG‑
MIN and FQEA‑H perform equally well, a clear testament
to their capability to efϐiciently administrate the servers’
computing resources in order to minimize the ℱ𝒜 with
a performance margin ranging from 14% to 22% with all
other benchmarks. Noteworthy is also the fact that, for
the most part, FQEA‑H slightly surpasses DGMIN. Never‑
theless, the clear advantage of our algorithm is depicted
in Fig. 5(c), wherein we can see that its superiority in
maximizing QoE is undeniablewhen compared against all
other algorithms. The only other approach that performs
well, as 𝐶𝑗 increases beyond 90, is QoEUA, but still clearly
below FQEA‑H. Among the remainder algorithms, DGMIN
is the best, with MCF, NS and RND following even further
behind and maxing out at around ℰ𝒜 = 3.1, which is far
less than FQEA‑H,whoseQoE reachesℰ𝒜 = 4.3 under the
same conditions.

6.3.3 Varying number of users
Fig. 6 captures the results acquired by Scenario #3. Here,
we vary the number of potential users. Interestingly, for
|𝑈| ≤ 900, FQEA‑H is the only algorithm that assigns
100% of the users to MEC edge servers, as observed in
Fig. 6(a). Increasing the users’ number negatively affects
the admission capabilities of the algorithms, which is ex‑
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pected given the limited capacity and the ϐixed budget.
Therefore, for |𝑈| ≥ 1000 all approaches experience a
drastic decrease in admission rates. Yet, for themost part,
our algorithm remains better thanmost alternatives, with
MCF and QoEUA being once more the better approaches
in this aspect. However, we must recall that the former
is purely designed for user maximization purposes, while
the latter employs costly user reallocation during its as‑
signment. That being said, FQEA‑H closely approximates
their results, different from the rest of the algorithms
that experience a more rapid decay in 𝑈𝒜

𝑆 . Regarding
the fairness loss for the VR game groups, it is revealed
by Fig. 6(b) that DGMIN and our algorithm again outper‑
form the other alternatives by a signiϐicant factor, with
the former having the tendency to increase theℱ𝒜 as the
|𝑈| rises and the latter having the tendency to decrease it
even further, giving it the upper hand for |𝑈| ≥ 1000. The
rest of the algorithms perform rather poorly, indepen‑
dently of theusers present, a fact that indicates again their
unsuitability is optimizing view consistency among the
users of the VR games. Note that NS remains theworst al‑
gorithm in all cases. As forQoE, it is showcased in Fig. 6(c)
that FQEA‑H consistently yields the highest ℰ𝒜 in all cir‑
cumstances. Actually, although QoEUA starts with an al‑
most similar value in QoE, it is noteworthy that the gulf
between the two approaches yawns wider with each suc‑
cessive rise in the |𝑈| value at an accelerated rate, reach‑
ing a performance gapof over 17%when |𝑈| ≥ 1100. Gen‑
erally, increasing |𝑈| hurts the average QoE for all algo‑
rithms, which is justiϐiable if we consider that the ratio
of the users’ resource demands to the edge servers’ com‑
puting capacity also grows with each increment. Still, it

is clear that all benchmarks repeatedly report a markedly
lesser QoE than FQEA‑H under all circumstances. These
ϐindings, in conjunction with the decreasing fairness loss
and the relatively high admission rate, make FQEA‑H the
best solution for balancing the trade‑off between themul‑
tiplayer VR group lag variance and each user’s individual
QoE, in terms of edge provisioning.

6.3.4 Varying coverage range
Fig. 7 illustrates results with respect to Scenario #4,
where we vary the coverage range of the BSs hosting
the edge servers. Interestingly enough, we can see from
Fig. 7(a) that, relating to edge assignment, FQEA‑H and
QoEUA startwith the highest admission rates, performing
almost identically, with MCF coming third. For 𝜚𝑗 ≥ 0.3,
however, MCF and even RND surpass slightly our algo‑
rithm. However, keep in mind that the former is solely
aimed at users’ edge admission maximization, whereas
the latter performs a random but brute search for each
user, until its assignment is accomplished. QoEUA, on the
other hand, as already mentioned, utilizes greedy reallo‑
cation, which in a real‑world setting is costly. Even so, the
difference in𝑈𝒜

𝑆 among the four algorithms in these cases
is negligible and less than 1.4%, making FQEA‑H scalable
to demanding VR applications. NS and DGMIN also per‑
form adequately but clearly worse under almost all cases.
Though FQEA‑H reports high admission rate, it neverthe‑
less manages to retain the fairness loss at acceptable lev‑
els, as demonstrated in Fig. 7(b). The same cannot be said
for the other algorithms, whose curves remain rather sta‑
ble irrespectively of the coverage range, with the excep‑
tion of DGMIN whose exclusive goal is the minimization

© International Telecommunication Union, 2022868

ITU Journal on Future and Evolving Technologies, Volume 3, Issue 3, December 2022



70
72
74
76
78
80
82
84
86
88
90
92
94
96
98

100

75 85 95 105 115 125

𝑈𝒜 𝑆

𝐵

FQEA‑H
MCF

QoEUA
DGMIN

NS
RND

(a) Impact on admission rate

1.4
1.45
1.5

1.55
1.6

1.65
1.7

1.75
1.8

1.85
1.9

75 85 95 105 115 125

ℱ
𝒜

𝐵

FQEA‑H
MCF

QoEUA
DGMIN

NS
RND

(b) Impact on fairness loss

2.2
2.4
2.6
2.8

3
3.2
3.4
3.6
3.8

4
4.2

75 85 95 105 115 125

ℰ𝒜

𝐵

FQEA‑H
MCF

QoEUA
DGMIN

NS
RND

(c) Impact on QoE

Fig. 8 – (a) User admission, (b) fairness loss, and (c) average QoE as a function of the SP’s budget.

of interaction delays. In fact, as 𝜚𝑗 expands for all BSs,
our algorithm is capable of increasingly reducedℱ𝒜, with
a fast drop rate. As such, for 𝜚𝑗 ≃ 0.3 it begins to out‑
perform DGMIN. This attitude is reasonable, because for
larger ranges more edge servers become accessible and,
thus, FQEA‑H candiscover increasinglymore favorable lo‑
cations for optimizing the lag variance among the users
of each VR game group. All other benchmarks exhibit a
somewhat stable performance, that is signiϐicantly worse
across all cases, with RND, due to its sheer randomness,
being marginally better. Evidently, the fairness loss re‑
duction by FQEA‑Hdoes not seem to oppose its QoEmaxi‑
mization target, aswitnessed in Fig. 7(c). On the contrary,
the proposed algorithm oncemore is superior to all alter‑
natives, with vast QoE gains. For most algorithms, the in‑
crease in coverage range beneϐits ℰ𝒜, mirroring their in‑
crease in 𝑈𝒜

𝑆 . QoEUA is the only benchmark that seems
to be negatively impacted by this rise, which could be at‑
tributed to its reallocation rounds that consider QoV but
do account for the lag variance caused by increased inter‑
server delays.

6.3.5 Varying budget

Finally, Fig. 8 graphically presents results from Scenario
#5, where we vary the budget threshold. Assignment‑
wise, a positive relation between budget raise and ad‑
mission rate augmentation is reported by all approaches
in Fig. 8(a). Nonetheless, we verify that FQEA‑H is ca‑
pable of exceedingly high edge admission rates that are
second only to MCF and QoEUA for 𝐵 ≤ 95. From that
point onward, the proposed algorithm manages to out‑
perform all benchmarks, making the most out of the bud‑
get constraint. Ergo, for 𝐵 ≥ 105, FQEA‑H along with
QoEUA yield a 𝑈𝒜

𝑆 ≃ 100%, while MCF, DGMIN and NS
max out at around 98% and RND at 99%. Meanwhile, on
the fairness front, we observe in Fig. 8(b) that FQEA‑H
initially offers the least ℱ𝒜, meaning that it strategically
opens edge servers given the limited budget. Thus, it pru‑
dently outperforms all the alternatives, with NS being the
least effective and DGMIN being the closest in compari‑
son. Still, it must be noted that the fairness loss for the
proposed algorithm experiences some growth as the bud‑
get increases, with a spike for 85 ≤ 𝐵 ≤ 105, which is ex‑
plainablewhen coupledwith the sharp rise in user assign‑

ments during those cases, wherein FQEA‑Hprioritizes the
maximization of 𝑈𝒜

𝑆 . From thereon, the growth follows
a steadily decreasing rate, which indicates that enough
servers are now allowed to open in order for FQEA‑H to
begin again effectively optimizing the maximum lag vari‑
ance for the VR game groups. Despite this rise in fair‑
ness loss by FQEA‑H, DGMIN remains the only other algo‑
rithm to perform better in this regard. Besides, this pat‑
ternmust be jointlyweighted alongwith our actual objec‑
tive, i.e., the QoEmaximization, forwhich FQEA‑H is supe‑
rior under all values of 𝐵, as underscored in Fig. 8(C). In
fact, it systematically prevails over all benchmarks, with
QoEUAbeing the only alternative capable of yielding com‑
parable ℰ𝒜 for 𝐵 ≥ 115. In contrast, the remainder al‑
gorithms begin to converge for 𝐵 ≃ 105. As such, for
𝐵 = 125, which translates to all servers being eligible for
user assignment, FQEA‑H presents a performance gap of
23.35%, 28.93%, 31.75%, and 31.84% from DGMIN, RND,
NS, and MCF respectively. Summarizing, we can remark
that FQEA‑H is themost suitable solution in tackling FQEA
on all fronts, and generally generating elastic assignment
strategies that beneϐit the users in terms of total edge ad‑
mission, fairness loss, and edge resource provisioning, in
order to maximize their QoE and provide them with en‑
hanced group gaming engagement and the best overall VR
immersion.

7. CONCLUSION

In this article, we investigated the FQEA problem in VR
applications under the edge computing paradigm, where
users engaged in various games, given their minimum set
of resource requirements in terms of QoV, should wit‑
ness simultaneously the same scene updates in order to
optimize view consistencies and QoS, factors crucial for
maximizing their perceived QoE. We theoretically mod‑
eled the problem, acknowledging both the limited budget
that service providers typically possess for edge server
deployment and the idiosyncrasies of the MEC ecosys‑
tem itself. We showed that FQEA is a hard problem and
subsequently proposed and analyzed FQEA‑H, a heuris‑
tic algorithm that assigns incoming users strategically, re‑
ducing the maximum lag variance experienced by those
immersed in the same VR game and in parallel improv‑
ing their individual QoE. Trace‑driven simulation results,
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against several alternative allocation approaches, testi‑
ϐied to FQEA‑H’s superior performance in ϐinding efϐicient
trade‑offs on all fronts, achieving high user edge admis‑
sion rates, a signiϐicant reduction in fairness loss, and
the highest overall QoE, making it a suitable solution to
future‑generation social VR.

There are several avenues for future research. Although
we formulated the FQEA under various edge comput‑
ing parameters, we restricted our analysis to quasi‑static
topologies as a stepping stone for more complex net‑
works. However, to realistically capture the needs of real‑
world settings, user mobility must also be considered to
address the dynamicity of the MEC environments. Fur‑
thermore, QoE inmultiplayer VR games depends onmany
other factors, both objective and subjective, that add to
the overall complexity of the problem and should be in‑
cluded in our model. We leave the detailed analysis of
these issues to future work.
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